
 

Supplementary Figure 1 

Schematic representation of the peptide pool design process for the SRMAtlas peptide set 

Starting with peptides in individual cavities in 96 well plates, peptides were manually pooled to form a mixture of 95 peptides (a plate 

pool). To create measurement pools of ~1,000 peptides, either 10 (for tryptic peptides) or 14 (non-tryptic peptides) plate pools were 

combined. To avoid bias in any peptide pool towards a particular MW (molecular weight) or HI (hydrophobicity index), a pooling scheme 

was computed to best mimic the overall MW and HI distribution of the entire set. Starting with a particular pool (top left panel; black line, 

here plate pool 1), all the remaining plate pools were tested in silico to generate a combined mixture, where MW or HI would best 

resemble the overall set (blue line). After determining the best next plate pool to use (here plate pool 313), the resulting mixture was 

tested again (middle panel) and the process was repeated until the desired number of plate pools was reached (using an iterative 

greedy approach). The resulting MW and HI distribution (black line) in comparison to that of the total set (blue line) is shown in the 

bottom right panel. In the example shown, a near perfect overlay of HI and a good approximation of MW distributions was achieved. 



 

Supplementary Figure 2 

Determination of retention times and retention time indices 

(a) Retention time stability of 71 selected retention time standard peptides (66 RT peptides + 5 QC peptides) across ~1,200 LC-MS/MS 

runs (identification in n runs and median indicated). The median standard deviation of observed retention time differences for individual 

peptides was 48.7 seconds without (middle panel) and 12.4 seconds with retention time adjustment (lower panel) using RT indices 

calculated based on the peptides ISLGEHEGGGK and YDTAIDFGLFK. Data were filtered for Andromeda scores of >100. (b) The 

scatter plot of two retention time indices calculated based on different reference peptides shows that a conversion between them is 

possible without losing accuracy (R
2
 = 0.9996). Retention time index 1 (iRT1) is calculated based on the early eluting peptide 

ISLGEHEGGGK and late eluting peptide YDTAIDFGLFK (same as in (a); indicated by purple dashed lines). Retention time index 2 

(iRT2) is calculated based on SYASDFGSSAK and GFVIDDGLITK (red dashed line). Each dot represents one of the 71 selected 

peptides identified in one of the ~1200 LC-MS/MS runs. (c) Similar to (b), here a third retention time index (iRT3) was calculated based 

on GSGGFTEFDLK and LTDELLSEYYK (orange dashed line) which span only a narrow part of the gradient. The linear fit shows that 

retention time indices can still be converted with very high accuracy (R
2
 = 0.9977) indicating that any high confident identifications (not 

necessarily peptides used for retention time calculation) can be used for retention time index calculation and thus conversion. 



 

Supplementary Figure 3 

LC-MS Data acquisition scheme and qualitative peptide identification analysis 

(a) Data acquisition scheme used for all peptide pools. After an initial 1h survey run using HCD fragmentation with Orbitrap readout and 

CID fragmentation with ion trap readout, an inclusion list was generated. The three subsequent LC-MS runs from every pool utilized the 

inclusion list to target fully synthesized peptides by the indicated fragmentation techniques and collision energies. (b) Violin plots of the 

average Andromeda score (top panel), average number of matched fragment ions (middle panel) and the average intensity that could 

be explained by Andromeda in the tandem MS spectra (lower panel). Only identifications with an Andromeda score >100 were 

considered here. The numbers on top of each violin indicates the number of peptides. 



 

Supplementary Figure 4 

Peptide identifications (score >100) across different acquisition methods 

(a) Venn diagram for the comparison of identifications with an Andromeda Score >100 across five major fragmentation types. The 

upper bar chart displays the number of peptide identifications for each fragmentation type, the lower bar chart shows peptide 

identifications only if the corresponding method reached a score of at least 90% of the highest score observed for that peptide 

(indicating the number of peptides for which the respective fragmentation technique gave the best identification result). We note that 

even though the various ETD versions were less successful than CID or HCD, there are still thousands of peptides for which ETD is the 

best fragmentation technique. (d) Venn diagram for the comparison of identifications using different HCD collision energies with an 

Andromeda Score >100. The upper bar chart displays peptide identifications for every collision energy, the lower bar chart shows 

peptide identifications only if the corresponding collision energy experiment reached a score of at least 90% of the highest score 

observed for that peptide. 



 

Supplementary Figure 5 

Andromeda score distributions for different peptide precursor charge states and the 11 tandem MS methods used in this study 

Violin plots of the maximum Andromeda score distributions for peptides over the respective charge states. The number of peptide 

sequences is indicated above every violin, the median score is indicated as a white circle inside the violin. As expected, ETD based 

fragmentation techniques gives good results for peptides with higher charge states. Interestingly, resonance and beam type CID still 

yield higher absolute peptide identifications at any charge state but ETD often generates higher identification scores for peptides of 

higher charge.  



 

Supplementary Figure 6 

HCD fragmentation spectra of YYLIQLLEDDAQR with Orbitrap readout at different collision energies. 

Fragmentation spectra of the peptide YYLIQLLEDDAQR for all six HCD methods used in this study (normalized collision energies of 
NCE 20, 23, 25, 28, 30, 35 respectively). All annotated spectra are the best identification from Andromeda (i.e. highest score) for the 
respective fragmentation mode. 



 

Supplementary Figure 7 

Fragmentation spectra of YYLIQLLEDDAQR using resonance type CID, HCD and versions of ETD 

Fragmentation spectra of the peptide YYLIQLLEDDAQR for ETD, EThcD and ETciD (all Orbitrap readout) as well as HCD with 28 NCE 
with ion trap readout and CID with 35 NCE and ion trap readout. All annotated spectra are the best identification from Andromeda (i.e. 
highest score) for the respective fragmentation mode. 



 

Supplementary Figure 8 

Logistics of data handling and effect of different database search strategies 

(a) Schematic representation of the data handling pipeline governed by the internal pipeline/database used for the ProteomeTools 

project. After pool design and peptide synthesis, an initial survey acquisition run followed by an automatic MaxQuant search was used 

to identify the desired full length peptides. The results were imported into the internal database which then automatically prepared the 

acquisition methods for the HCD, IT and ETD acquisition runs (see Supplementary Information for details). These subsequent 

acquisitions were again automatically searched and imported into the database for quality control and data organization. (b) 

Comparison of database searches for peptide identification. Upper panel: Analysis of 20 pools from the “proteotypic” set in separate 

searches or searched together (combined). It is evident that shorter peptide identifications are lost when combining peptide pools for 

database searching. Lower panel: Analysis of 96 pools from the “proteotypic” set, searched either with tryptic or unspecific digestion of 

the database. It is evident that searching without tryptic specificity results in lower peptide identifications. We note that both these are 

issues of current database search algorithms that need addressing. 



 

Supplementary Figure 9 

Success of full length peptide identifications in the three peptides sets generated in this study 

We measured the success of each synthesis by determining the fraction of peptides in a pool that could be identified by LC-MS/MS (the 

different fragmentation modes are indicated in each plot, all HCD collision energies were combined). Apart from a 1% peptide FDR, no 

additional score cutoff was applied here. For the ‘proteotypic’ set (top panel), recoveries are generally very high (average ~95 %) and 

only decrease for very long peptides (high pool numbers) presumably because it becomes increasingly difficult to obtain a full length 

peptide. For the ‘missing gene’ set (middle panel), recoveries were lower (average ~80 %) likely because of lower success in the LC-

MS/MS analysis (e. g. solubility, ionization efficiency, fragmentation efficiency). We note that this was expected given the fact that these 

peptides were predicted from the protein sequences regardless of any prior observation from biological sources. The recovery of the 

‘SRMAtlas’ set (bottom panel) was also lower (average ~65 %) possibly (among other potential factors) because these peptides had 

been synthesized ~6 years prior to our analysis and because this set contains peptides representing N-linked glycosylation sites after 

PNGase F digestion which we did not account for in the database search. 



 

Supplementary Figure 10 

Assessment of peptide purity and side product profile 

(a) Using an unspecific MaxQuant search with the “depended peptides” option enabled, a synthesis tree view of the peptide 

ESQLKDLEAENRR was constructed that displays the estimated relative yield of the desired full length peptide product (85%) as well as 

other side products in the synthesis. (b) Same as panel (a) but for the peptide LVFVDAVAFLTGK what displays an estimated relative 

yield of the desired full length peptide product of 52%. The tree lists all identified truncation and by-products and their relative 

contribution to the entire signal intensity attributable to these molecular species. By-products with less than 1% estimated yield are 

omitted from the visualization fro clarity. Annotation from bottom to top: Peptide sequence identified, potential modification, mass error 

to annotated modification in ppm, delta mass compared to the full length peptide (e. g. mass of missing amino acid or additional 

protection group) and percentage of the total intensity of the identified synthesis products. The correct full length product is marked in 

green. 



 

Supplementary Figure 11 

Comparison of Orbitrap Lumos beam-type CID spectra with QTOF beam-type CID spectra 

(a) Bar chart showing the total (red) number of Lumos spectra matched against the QTOF (5600 TripleTOF) spectrum library (Guo et 

al.) and the number of best matching spectra (blue) for a particular normalized collision energy (NCE). Data were filtered for an 

Andromeda score of > 100. (b) Histograms of Pearson spectrum correlations between QTOF spectra and the corresponding Orbitrap 

Fusion Lumos spectra acquired at different NCEs. The highest median correlation is observed at 28 and 30 NCE. (c) Boxplot of 

Pearson spectrum correlation coefficients between spectra acquired on a 5600 TripleTOF mass spectrometer and the best matching 

spectra acquired on an Orbitrap Fusion Lumos at different Andromeda scores. While the analysis in (a) and throughout the manuscript 

used a conservative score cutoff of 100, the distribution of correlation coefficients here suggests that spectra with an Andromeda score 

between 60-100 are also suitable as reference spectra. (d) Example for low correlating spectra: experimental beam-type CID QTOF 

mass spectrum of the peptide ILIEDSDQNLK/2+ (top) compared to the corresponding beam-type CID spectrum at 28 NCE of the 

synthesized reference peptide standard acquired on an Orbitrap Fusion Lumos (Andromeda score 171). Both, the low signal-to-noise 

and near zero Pearson correlation suggest that the upper spectrum is a false positive in the QTOF library. (e) Example for high 

correlating spectra: experimental beam-type CID QTOF mass spectrum of the peptide EVGTPHGIILDSVDAAFICPGSSR/3+ (top) 

compared to the corresponding beam-type CID spectrum at 35 NCE of the synthesized reference peptide standard (bottom) acquired 

on an Orbitrap Fusion Lumos (Andromeda score 169) showing very good overall agreement.  



 

Supplementary Figure 12 

Properties of amino acids and fragmentation efficiency of amino acid pairs across different HCD collision energies 

(a-f) Heatmap of median y-ion fragment intensity ranks at 20 (a), 23 (b), 25 (c), 28 (d), 30 (e) and 35 (f) normalized collision energy 

(NCE) of all possible amino acids combinations N-terminal and C-terminal of the fragmentation position. Note that rank 1 (dark blue) 

corresponds to the highest fragment ion intensity in a spectrum. The top three rows indicate charge, polarity and class of the amino 

acid. In case the fragmentation occurs N-terminal of P (row), high intense fragments are generated. In contrast, if the fragmentation 

occurs C-terminal of G (column), generally low intense fragments are generated.  



 

Supplementary Figure 13 

Generation of collision energy-specific fragmentation prediction models based on multiple spectra of peptides  

(a-d) Plots showing the relative intensity of y-type fragment ions occurring between particular amino acid pairs (here Q-R in (a), Y-L in 

(b), D-D in (c) and D-P in (d)) as a function of the relative position of the y-ion within the peptide sequence (0 = C-terminus; 1 = N-

terminus). For each amino acid pair N- and C-terminal of the fragmentation position, a normalized collision energy-dependent LOESS 

regression (red line) was used to model the relative fragment length (y-ion divided by total peptide length) and relative fragment 

intensity (normalized to base peak intensity of the MS2 spectrum) for later prediction. The number of observations of each fragment ion 

are shown in blue (the darker, the more observations). The shape of the LOESS fits varies greatly between different normalized 

collision energies, relative positions and amino acids pairs indicating vastly different fragmentation behaviors. For example, the pair Q-

R (fragmentation C-terminal of Q, but N-terminal of R) shows only low intensity and low mass y-ions at low collision energies but 

increasing to almost 20% relative intensity at higher collision energies. In fully cleaved tryptic peptides, Q-R occurs very rarely, hence 

there are only few occurrences in the plot. Other amino acid combinations are much more frequent and, therefore lead to much more 

data in each plot. This information was used to train models predicting the fragment ion intensity of peptides given their amino acid 

sequence. 



 

Supplementary Figure 14 

Prediction of fragmentation spectra based on y-ion collision energy-specific fragmentation models 

Panels (a) and (b) show examples for the prediction of fragmentation patterns for two different peptides at different collision energies. 

The upper two panels in each plot show the observed median relative fragment ion intensities of y-fragments across six different 

collision energies. The box plots in the panel below display the reproducibility and number of observations (number on top) of the 

relative intensity of the different y-ions across all acquired tandem mass spectra for this peptide and a given normalized collision energy 

(here 20, 30 and 35). The panels below show the predicted y-ion fragment spectra for each normalized collision energy including the 

Pearson correlation between the predicted and observed spectrum. (c) Histogram of Pearson correlations between predicted and 

observed spectrum at (left to right) 20, 23, 25, 28, 30 and 35 normalized collision energy (NCE). It is evident, that our classifier can 

correctly predict the intensity of fragment ions within a tandem mass spectrum in most cases. 
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